Abstract—In the past years, the centralized management of
dense wireless local area networks has been emerged as a powerful
paradigm for improving energy efficiency as well as avoiding
severe interference. In this paper, we study the joint optimization
on power-operation modes in access points (APs), channel selec-
tions and user-AP associations for improving energy efficiency
and avoiding interference without sacrificing users’ demands. To
this end, we first formulate it as a mixed-integer programming
using the popular Lyapunov approach, but it turns out to be
computationally intractable, i.e., NP-hard. To address the issue,
we propose a polynomial-time approximation algorithm and prove
that it achieves a constant-factor approximation guarantee under
mild assumptions. The main novelty underlying our algorithm
design is based on a linear programming relaxation combining
with two different greedy rounding schemes, where each achieves
a constant-factor approximation in different regimes of param-
eters. We verify the performance of the proposed algorithm via
extensive simulations and also demonstrate its practicability by
implementing it at commercial APs using a Software-defined
Networking framework, which shows that it reduces the wasted
energy significantly while maintaining even higher throughput.

I. INTRODUCTION

To serve users’ demands for a high bandwidth and reliability,
wireless local area networks (WLANs) that are composed of a
high-density of access points (APs) have been deployed rapidly
in the past years. Although a dense WLAN can serve high
traffic demands, it causes two critical issues: wasted energy
and severe interference. First, according to [1], the peak traffic
demand rarely occurs. Actually, a small fraction of APs is
utilized during the day and most ones remain idle during nights
and weekends. Hence, the wastage of energy occurs since the
majority of APs is always on. Second, because of a lack of non-
overlapping channels, the high-density APs inevitably cause the
high interference, which has been evidenced to degrade the
performance of WLANs [2], [3].

To address the issues, commercial commercial vendors [4],
[5] and researchers have actively adopted the centralized con-
trollers [1], [6]–[10]. For example, the joint optimization of AP
operation modes (on/off) and AP-user associations in order to
reduce the energy waste was studied [1], [6], [7], which show
that energy can be saved significantly by reducing static power
consumption. In addition, to avoid the severe interference, it
has been shown [8]–[10] that the interference can be reduced
significantly using ‘smart’ channel selections. However, to the
best of our knowledge, no work is known to study both
issues of power consumption and interference together. The
two objectives are not mutually exclusive since AP operation
mode control can be used not only for the energy saving, but
also for the interference alleviation. Motivated by this, in order
to reduce the energy consumption and avoid the interference
simultaneously, we study a problem of jointly controlling AP
operation modes, channel selections and user-AP associations
without sacrificing users’ demands.

Our contribution. To this end, we first formulate a long-term
objective minimizing the average power consumption of APs
under constraints in interference and users’ demands. To opti-
imize this long-term objective, we formulate a short-term mixed
integer programming, say SMIP, using the popular Lyapunov
approach [11], where computing its optimal solution at each
time instance leads to the optimality of this long-term objective.
However, it turns out to be computationally intractable (i.e.,
NP-hard) to solve exactly. As the main contribution of this
paper, we develop a constant-factor approximation algorithm
for SMIP and demonstrate its performance through extensive
simulations and testbeds in the real environment, where more
details are explained in what follows.

In order to design an approximation algorithm for SMIP,
we first relax its integral constraints and design a linear pro-
gramming, say SLP. Using an optimal solution of SLP, we
generate two feasible candidate solutions of SMIP from two
greedy rounding schemes and choose a better one with respect
to the objective of SMIP. The proposed rounding schemes are
motivated by those used for solving the maximum weighted
independent set (MWIS) [12] and the minimum set covering
(MSC) [13]. Here, our main intuition is that SMIP becomes
similar to MWIS and MSC depending on regimens of param-
eters. This allows us to establish constant-factor approximation
guarantees that do not scale with the number of users and APs.

We demonstrate that the proposed algorithm can optimize the
long-term objective better than other heuristics via extensive
simulations. In addition, we implement a prototype of our
algorithm on a Software-defined Networking (SDN) framework
and verify our proposed algorithms with this prototype. Since
SDN techniques enable us to manage a network in a centralized
way and allow us to control a network dynamically, we believe
that we can leverage SDN in realizing our ideas. Specifically,
SDN provides a global view of network, and thus SDN can
achieve a global optimization for a network. Moreover, the pro-
grammableability of an SDN enables a network-side AP association
mechanism rather than a user-side so that the network has a
control on the association mechanism. Along with this feature,
a decoupled control plane, which enables a dynamic network
control, supports the seamless handover for mobile users.

Related work. There have been extensive works to study the
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management of WLANs in the past years. Some researchers [1], [6], [7] developed energy-efficient management schemes. The authors in [7] formulated the energy saving problem as a linear programming to solve it. A threshold-based algorithm [1], [6] was proposed to reduce energy consumption of APs without adversely impacting users’ demands in the network. Although these works suggest to save energy by reducing static power consumption, their schemes might suffer from severe wireless interference. On the other hand, there have been also studied about interference management schemes, e.g., transmission power control [2], AP placement optimization [14], and channel selection [3], [8], [15]. However, these works do not take energy saving into account. The authors in [9], [10] consider both interference and energy consumption, but the complexity of the proposed algorithm is quite high (i.e., not polynomial-time) and they control AP placements while we do AP operation modes given placements.

Recently, several studies have leveraged an SDN in WLANs to achieve their designed managements. Odin [16] is an SDN solution for energy saving and mobility on an SDN framework. We consider a centralized management system such as APs by an undirected graph $G = (V,E)$, which each node corresponds to an AP and an edge $(u,v) \in E$ is present if there is an overlap in the interference region of the basic service set created by AP $u$ and $v$. Hence, a set of non-interfering APs forms an independent set in $G$. In addition, we let $N_G(v)$ denote the set of APs $v$’s neighbors in the interference graph $G$, and $\Delta = \max_{v \in V} |N_G(v)|$, i.e., the maximum degree of $G$, where we assume that $\Delta$ does not scale with $|V|$, i.e., $\Delta = O(1)$.

### A. Network Model

**Network interference graph.** We model interference among APs by an undirected graph $G = (V,E)$, where each node corresponds to an AP and an edge $(u,v) \in E$ is present if there is an overlap in the interference region of the basic service set created by AP $u$ and $v$. Hence, a set of non-interfering APs forms an independent set in $G$. In addition, we let $N_G(v)$ denote the set of AP $v$’s neighbors in the interference graph $G$, and $\Delta = \max_{v \in V} |N_G(v)|$, i.e., the maximum degree of $G$, where we assume that $\Delta$ does not scale with $|V|$, i.e., $\Delta = O(1)$.

**Control.** We consider a centralized management system such that each AP is connected to the central controller. The controller has three functionalities as follows:

- **Operation mode control.** The controller turns on or off APs. When it is unnecessary to turn on some set of APs, the controller turns them off in order to reduce the energy consumption and avoid the interference. We denote an active mode indicator of AP $v$ at time $t$ by $y_{iv}(t) \in \{0,1\}$, which is 1 if $v$ is on and 0 otherwise.

- **Channel control.** To avoid the interference, the controller selects the operating channel such that no two adjacent APs have to use the same channel. Let $C$ denote the set of all possible non-overlapping channels available in the underlying PHY layer. We denote an operating channel of AP $v$ at time $t$ by $c_{iv}(t) \in C$. We assume that $|C| = O(1)$.

- **Association control.** When a set of active APs changes, users may need to be associated with another AP. Therefore, the controller has to decide the association of users to APs, where we let $I$ denote the set of users. We denote a connection between user $i \in I$ and AP $v$ at time $t$ by $x_{iv}(t) \in \{0,1\}$, which is 1 if $i$ is associated with $v$ and 0 otherwise.

### B. Performance Metric

In order to minimize power consumption of APs taking into account interference and users’ demand, we target to optimize the following long-term objective:

$$\min_{x(t),y(t),c(t):t=0,1,...} \lim_{T \rightarrow \infty} \frac{1}{T} \sum_{t \in T} \sum_{v \in V} E[p_{v} y_{iv}(t)]$$

subject to

$$x_{iv}(t) \leq y_{iv}(t), \quad \forall v \in V, \forall i \in I,$$

$$I_{\{c_{iv}(t) = c_{iv}(t)\}} y_{iv}(t) y_{iv}(t) = 0, \quad \forall u \in N_G(v), \forall v \in V,$$

We define $0/0 = 0$ for the case $\sum_{i \in I} x_{iv} = 0$. 

**Service rate.** Our focus is on downlink communication, i.e., from APs to users, since our goal is to reduce the power consumption of APs. We denote an achievable rate of user $v$ at AP $v$ at time $t$ by $r_{iv}(t)$, where we define $S_v(t) = \{i \in I | r_{iv}(t) > 0\}$ and $L_v(t) = \{v \in V | r_{iv}(t) > 0\}$ for ‘active’ users and APs at time $t$. In addition, we denote the maximum number of users covered by a single AP at time $t$ by $\Omega(t) = \max_{v \in V} |S_v(t)|$. Similarly, we define $\Lambda(t) = \max_{i \in I} |L_i(t)|$. Notice that $\Omega(t)$, $\Lambda(t)$ often do not scale with $|I|$ and $|V|$ in many practical scenarios, i.e., $\Omega(t), \Lambda(t) = O(1)$.

We assume that $r_{iv}(t)$ is given at time $t$ and constant during each decision period, i.e., static channels are assumed during each decision period. Since each AP generally serves more than one user, users assigned to same AP have to share resources such as frequencies and time slots. Therefore, each user can be served only in a fraction of the achievable rate $r_{iv}(t)$. We denote a fraction of resource that AP $v$ serves user $i$ at time $t$ by $y_{iv}(t)$, which is expressed as $\frac{r_{iv}(t)}{\sum_{v \in V} r_{iv}(t)}$. One can note that we assume an equal-time scheduling such that the load on the AP is proportional to the total number of users assigned to it. Note that it can achieve system-wide proportional fairness [18]. Then, the overall service rate of user $i$ from AP $v$ at time $t$, denoted by $D_{iv}(x,t)$, becomes $r_{iv}(t) y_{iv}(x,t)$. We assume that $D_{iv}(x,t)$ has an upper bound, i.e., $D_{iv}(x,t) \leq D_{\text{max}}$.
\[ \sum_{i \in V} x_{iv}(t) = 1, \quad \forall \, i \in I, \quad \text{and} \quad \forall \, v \in \mathcal{V}, \quad (5) \]

\[ \lim_{T \to \infty} \frac{1}{T} \sum_{t \in I} \sum_{i \in I} E[q_i(t)] \leq \infty. \quad \text{(6)} \]

In the above, control variables \( x(t), y(t), c(t) \) are in the following domains:
\[ x(t) = [x_{iv}(t) : i \in I, v \in \mathcal{V}] \in \{0, 1\}^{I \times \mathcal{V}}, \]
\[ y(t) = [y_{v}(t) : v \in \mathcal{V}] \in \{0, 1\}^{\mathcal{V}}, \quad c(t) = [c_v(t) : v \in \mathcal{V}] \in \mathcal{C}^\mathcal{V}. \]

The objective (2) measures the average power consumption of active APs. The constraint (3) denotes AP \( v \) is turned on if user \( i \) is assigned to \( v \), and the constraint (4) prevents the interference. In addition, the constraint (5) ensures that every user is within the service area and has to be assigned to only one AP. The constraint (6) enforces the queue stability. We note that it is possible that there is no solution satisfying the constraints (3), (4) and (5). To enhance the feasibility, we assume that every maximal independent set of APs in \( \mathcal{G} \) can cover every user. In practical scenarios, one can simply place enough APs to make this assumption hold.

To optimize the long-term objective, we formulate the following short-term optimization using the popular Lyapunov approach [11], [20], [21]:

**SMIP:**

maximize \( f_{\text{SMIP}}(x, y) \)

subject to

\[ 1 \{x_{iv} = c_v\} y_{v} u_{v} = 0, \quad \forall \, u \in \mathcal{N}_\mathcal{G}(v), \forall \, v \in \mathcal{V}, \]
\[ x_{iv} \leq y_{v}, \quad \forall \, v \in \mathcal{V}, \forall \, i \in I, \]
\[ \sum_{v \in \mathcal{V}} x_{iv} = 1, \quad \forall \, i \in I. \]

In the above,
\[ f_{\text{SMIP}}(x, y) := \sum_{i \in I} \sum_{v \in \mathcal{V}} q_i r_{iv} x_{iv} \sum_{j \in I} x_{iv} - H \sum_{v \in \mathcal{V}} p_v y_v, \]

where \( q_i = q_i(t) \) and \( H > 0 \) is a parameter adjusting priority between stabilizing average queue and minimizing power consumption, i.e., larger \( H \) guarantees less power, but might incur larger queues. Computing an optimal solution of SMIP in every time leads to a near optimal power consumption with bounded average queue length since it corresponds to minimizing the upper bound of the long-term objective (2) [22]. However, the optimization task is impossible to solve exactly as we prove its NP-hardness in our extended manuscript [22]. Our goal is to develop a polynomial-time approximation algorithm for SMIP, which leads to an approximate solution to the long-term objective (2).

### III. MAIN RESULT

In this section, we provide the main result of this paper: a polynomial-time approximation algorithm for SMIP. To this end, we first introduce the notion of virtual AP, where each virtual AP corresponds to a pair of a single actual AP and a channel, i.e., \( \hat{\mathcal{V}} = \mathcal{V} \times \mathcal{C} \) is the set of virtual APs. One can naturally consider an interference graph \( \hat{\mathcal{G}} = (\hat{\mathcal{V}}, \hat{\mathcal{E}}) \) among virtual APs so that a pair of two virtual APs has an edge if they share the same actual AP with different channels or the same channel with different interfering actual APs in the original interference graph \( \mathcal{G} \). Using this notion, the optimization problem SMIP can be reformulated as follows:

**SMIP:**

\[
\begin{align*}
\text{maximize} & \quad f_{\text{SMIP}}(x, \mu) \\
\text{subject to} & \quad \mu_{\hat{u}} + \mu_{\hat{v}} \leq 1, \quad \forall \, \hat{u} \in \mathcal{N}_{\hat{\mathcal{G}}}(\hat{u}), \forall \, \hat{v} \in \hat{\mathcal{V}}, \\
& \quad x_{i\hat{v}} \leq \mu_{\hat{v}}, \quad \forall \, \hat{v} \in \hat{\mathcal{V}}, \forall \, i \in I, \\
& \quad \sum_{\hat{v} \in \hat{\mathcal{V}}} x_{i\hat{v}} = 1, \quad \forall \, i \in I. 
\end{align*}
\]

In the above,
\[ f_{\text{SMIP}}(x, \mu) := \sum_{i \in I} \sum_{\hat{v} \in \hat{\mathcal{V}}} w_{i\hat{v}} x_{i\hat{v}} - H \sum_{\hat{v} \in \hat{\mathcal{V}}} p_{\hat{v}} \mu_{\hat{v}}, \]

where \( r_{iv} = r_{iv}(t), p_{\hat{v}} = p_{v} \) and \( w_{i\hat{v}} = q_i r_{iv} \) for all \( \hat{v} = (v, c) \). We introduce the following short-term linear programming by relaxing integral constraints:

**SLP:**

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in I} \sum_{v \in \mathcal{V}} w_{i\hat{v}} x_{i\hat{v}} - H \sum_{\hat{v} \in \hat{\mathcal{V}}} p_{\hat{v}} \mu_{\hat{v}} \\
\text{subject to} & \quad \mu_{\hat{u}} + \mu_{\hat{v}} \leq 1, \quad \forall \, \hat{u} \in \mathcal{N}_{\hat{\mathcal{G}}}(\hat{u}), \forall \, \hat{v} \in \hat{\mathcal{V}}, \\
& \quad \sum_{\hat{v} \in \hat{\mathcal{V}}} z_{i\hat{v}} \leq \mu_{\hat{v}}, \quad \forall \, \hat{v} \in \hat{\mathcal{V}}, \\
& \quad \sum_{\hat{v} \in \mathcal{V}} z_{i\hat{v}} \leq \frac{1}{\Omega}, \quad \forall \, i \in I, \\
& \quad \sum_{\hat{v} \in \mathcal{V}} \mu_{\hat{v}} \geq 1, \quad \forall \, i \in I, \\
\end{align*}
\]

where \( S_{\hat{v}} = S_v \) for all \( \hat{v} = (v, c) \), and \( \Omega = \max |S_v| \). Here, \( \sum_{i \in I} \sum_{\hat{v} \in \hat{\mathcal{V}}} x_{i\hat{v}} \) in SMIP is replaced by new variable \( z_{i\hat{v}} \) to induce a linear objective function. The constraints (11), (12) and (13) are relaxations of (7), (8) and (9), respectively. In addition, the constraint (14) is from (8) and (9).

Now, we are ready to describe our polynomial-time approximation algorithm called JIT-WLAN (Just-in-time WLAN).

### JIT-WLAN 1 Approximation algorithm for SMIP

**Input:** Queue-weighted matrix \( w = \{w_{i\hat{v}} : i \in I, \hat{v} \in \hat{\mathcal{V}}\} \), Power \( p = \{p_{\hat{v}} : \hat{v} \in \hat{\mathcal{V}}\} \), Interference graph \( \mathcal{G} = (\hat{\mathcal{V}}, \hat{\mathcal{E}}) \).

**Output:** Control variables \( \bar{x}, \bar{y}, \bar{c} \).

**G.1.** Find an optimal solution of SLP: \((\bar{z}^*, \mu^*)\)

**G.2.** Generate candidate solutions by rounding \((z^*, \mu^*)\)

\[
\begin{align*}
\bar{x}(\bar{y}, \bar{c}) & \leftarrow \text{RoundMax}(w, p, z^*, \mu^*, \mathcal{G}) \quad \text{(RoundMax)} \\
\bar{z}(\bar{y}, \bar{c}) & \leftarrow \text{RoundMin}(w, p, z^*, \mu^*, \mathcal{G}) \quad \text{(RoundMin)} 
\end{align*}
\]

**G.3.** Finalize the solution as a follow:

\[
\bar{z}(\bar{y}, \bar{c}) = \begin{cases} 
\bar{x}(\bar{y}, \bar{c}) & \text{if } f_{\text{SMIP}}(\bar{x}, \bar{y}) > f_{\text{SMIP}}(\bar{x}, \bar{y}) \\
\bar{z}(\bar{y}, \bar{c}) & \text{otherwise}
\end{cases}
\]
The proposed algorithm first finds an optimal solution of SLP, and generates two candidate solutions of SMIP using two greedy rounding schemes, called RoundMax and RoundMin, where detailed explanations are given in Section III-A and III-B, respectively. Finally, it chooses a better one with respect to the objective of SMIP. The proposed rounding schemes are motivated by those used for solving the maximum weighted independent set (MWIS) [12] and the minimum set covering (MSC) [13]. Here, our main intuition is that SMIP becomes similar to MWIS and MSC if \( H \) is small and large, respectively. This allows us to establish constant-factor approximation guarantees that are presented in Section III-C. One can easily check that the overall running time of JIT-WLAN grows polynomially with respect to the size of input instances.

A. Rounding Scheme I: RoundMax

If \( H \) is small, the first-term of (10), i.e.,

\[
\sum_{i \in I} \sum_{v \in \hat{V}} w_{iv}^\ast \frac{x_{iv}}{x_{iv}^\ast},
\]

becomes dominant. The first rounding scheme, called RoundMax, is designed to focus on maximizing the first-term of (10). The intuition behind the proposed scheme is explained in what follows. We first initialize the output, i.e.,

\[
\hat{x} \leftarrow \{0\}^{I \times V}, \quad \hat{y} \leftarrow \{0\}^{V}, \quad \hat{c} \leftarrow \{0\}^{V}.
\]

Then, we update the optimal solution \((z^\ast, \mu^\ast)\) of SLP:

A.1. Initialize \( \mu^\ast \), i.e., \( \mu^\ast \leftarrow \{0\}^{\hat{V}} \).

A.2. For every user \( i \), choose a virtual AP \( \hat{v} \) maximizing \( w_{iv}^\ast z_{iv}^\ast \) and update \((z^\ast, \mu^\ast)\) as follows:

\[
z_{iv}^\ast \leftarrow 1, \quad \mu_{v}^\ast \leftarrow 1, \quad z_{iv} \leftarrow 0, \quad \forall \hat{u} \in \hat{V} \setminus \{\hat{v}\}.
\]

Now, for every virtual AP \( \hat{v} \), we define the following weight on \( \hat{v} \):

\[
\pi_{\hat{v}} = \sum_{i \in I} w_{iv}^\ast \frac{z_{iv}^\ast}{\sum_{j \in \hat{V}} z_{jv}^\ast} - H p_{\hat{v}} \mu_{\hat{v}}^\ast.
\]

In order to satisfy the constraint (7), we will find the independent set \( \hat{V}_{on} \) in \( \hat{G} \) such that the total weight \( \sum_{\hat{v} \in \hat{V}_{on}} \pi_{\hat{v}} \) is maximized. Specifically, we initialize the independent set \( \hat{V}_{on} \leftarrow \emptyset \) and update it by repeating B.1-B.5 until \( \sum_{\hat{v} \in \hat{V}_{on}} \pi_{\hat{v}} = 0 \):

B.1. Choose a virtual AP \( \hat{v} \in \hat{V} \) which maximizes

\[
\left| \{\hat{u} \in \mathcal{N}_{\hat{G}}(\hat{v}) \mid \mu_{\hat{v}}^\ast = 1\} \right| + 1.
\]

B.2. For the chosen virtual AP \( \hat{v} = (v, c) \), turn on the actual AP \( v \) and set the channel of operation as \( c \), i.e., \( \hat{y}_{v} \leftarrow 1, \quad c_{v} \leftarrow c \).

B.3. For every user \( i \) such that \( z_{iv}^\ast > 0 \), assign user \( i \) to actual AP \( v \), i.e., \( \hat{x}_{iv} \leftarrow 1 \).

B.4. Add \( \hat{v} \) to \( \hat{V}_{on} \) and remove its neighbors from \( \hat{V} \), i.e., \( \hat{V}_{on} \leftarrow \hat{V}_{on} \cup \{\hat{v}\}, \quad \hat{V} \leftarrow \hat{V} \backslash (\mathcal{N}_{\hat{G}}(\hat{v}) \cup \{\hat{v}\}) \).

B.5. Update the interference graph \( \hat{G} \) by the subgraph induced by the modified set of virtual APs \( \hat{V} \).

We design the above procedure inspired by the greedy algorithm [12] for computing an approximation solution of MWIS, and the current solution \((\bar{x}, \bar{y}, \bar{c})\) satisfies the constraint (7). However, it might not be feasible for SMIP due to the constraint (9), i.e., some users are not assigned. To enforce feasibility, we assign remaining users by repeating C.1-C.4 until all users are assigned:

C.1. Choose a user \( i \) randomly from the set of unassigned users, i.e., \( \{i \in I \mid \sum_{v \in V} \hat{x}_{iv} = 0\} \).

C.2. For every virtual AP \( \hat{v} = (v, c) \in \hat{V}_{on} \cup \hat{V} \) such that \( w_{iv}^\ast > 0 \), estimate the marginal gain \( \psi \) of assigning user \( i \) to actual AP \( v \).

\[
\psi(\hat{v}) \leftarrow f_{SMIP}(\bar{x}, \bar{y}) - f_{SMIP}(\bar{x}, \bar{y}).
\]

C.3. Choose a virtual AP \( \hat{v} = (v, c) \) maximizing \( \psi(\hat{v}) \), and assign user \( i \) to actual AP \( v \), i.e., \( \hat{x}_{iv} \leftarrow 1 \).

C.4. If \( \hat{v} = (v, c) \notin \hat{V}_{on} \), update \( \bar{y}_{v}, \bar{c}_{v}, \bar{\psi}, \bar{\hat{V}} \), \( \hat{V}_{on} \) following B.2 and B.4.

Finally, one can check that \((\bar{x}, \bar{y}, \bar{c})\) satisfies all constraints of SMIP.

B. Rounding Scheme II: RoundMin

In contrast with RoundMax, the second rounding scheme is designed to focus on minimizing the second-term of (10), i.e.,

\[
\sum_{\hat{v} \in \hat{V}} p_{\hat{v}} \mu_{\hat{v}}^\ast.
\]

The intuition behind the proposed scheme is explained in what follows. We first initialize the output, i.e.,

\[
\bar{x} \leftarrow \{0\}^{I \times V}, \quad \bar{y} \leftarrow \{0\}^{V}, \quad \bar{c} \leftarrow \{0\}^{V}.
\]

Then, using the optimal solution \((z^\ast, \mu^\ast)\) of SLP, we will find the independent set \( \bar{V}_{on} \) in \( \bar{G} \) which covers every user minimizing power consumption as follows:

D.1. Initialize the independent set \( \bar{V}_{on} \) by selecting all virtual APs \( \hat{v} \) with \( \mu_{\hat{v}}^\ast > 1/2 \), i.e., \( \bar{V}_{on} \leftarrow \{\hat{v} \in \hat{V} \mid \mu_{\hat{v}}^\ast > 1/2\} \).

D.2. For every virtual AP \( \hat{v} \in \bar{V}_{on} \), remove its neighbors from \( \bar{V} \), i.e., \( \bar{V} \leftarrow \bar{V} \backslash (\mathcal{N}_{\bar{G}}(\hat{v}) \cup \{\hat{v}\}) \).

D.3. Define the set of uncovered users \( \bar{V}_{un} \) by removing users covered by virtual AP in \( \bar{V}_{on} \) from \( \bar{I} \), i.e., \( \bar{V}_{un} \leftarrow \bar{I} \backslash (\cup_{\hat{v} \in \bar{V}_{on}} \bar{S}_{\hat{v}}) \).

D.4. Choose a virtual AP \( \hat{v} \in \bar{V} \) which minimizes

\[
\frac{p_{\hat{v}}}{|S_{\hat{v}} \cap \bar{V}_{un}|}.
\]

D.5. Add \( \hat{v} \) to \( \bar{V}_{on} \), i.e., \( \bar{V}_{on} \leftarrow \bar{V}_{on} \cup \{\hat{v}\} \). Then, remove its neighbors and users covered by it from \( \bar{V} \) and \( \bar{V}_{un} \), respectively, i.e.,

\[
\bar{V} \leftarrow \bar{V} \backslash (\mathcal{N}_{\bar{G}}(\hat{v}) \cup \{\hat{v}\}), \quad \bar{V}_{un} \leftarrow \bar{V}_{un} \backslash S_{\bar{v}}.
\]

D.6. Repeat D.4-D.5 until all users are covered, i.e., \( \bar{V}_{un} = \emptyset \). We design the above procedure inspired by the greedy algorithm [13] for computing an approximation solution of MSC. Next, we decide the user association as follows:

E.1. For every virtual AP \( \hat{v} \notin \bar{V}_{on} \), replace its queue-weighted achievable rate by zero, i.e., \( w_{iv}^\ast \leftarrow 0, \quad \forall i \in I \).

E.2. Find a new optimal solution \((z^\ast, \mu^\ast)\) of SLP using the updated \( w \).
For every user \( i \), choose a virtual AP \( \hat{v} = (v, c) \) maximizing \( w_{\hat{v}} s^*_i \) and update \( \tilde{x}_{i\hat{v}} \leftarrow 1 \), \( y_{i\hat{v}} \leftarrow 1 \), \( c_v \leftarrow c \).

Finally, one can check that the current solution \((\tilde{x}, \tilde{y}, \tilde{c})\) satisfies all constraints of SMIP.

C. Performance Guarantees

We show that JIT-WLAN has the following constant approximation ratios for SMIP depending on parameter regimes, where we let \((\tilde{x}, \tilde{y})\) be the output of JIT-WLAN and \((x^*, y^*)\) be the optimal solution of SMIP.

**Theorem 3.1:** If \( \alpha = \frac{w_{\min}}{p_{\text{max}}} > 1 \), then \( f_{\text{SMIP}}(x^*, y^*) > 0 \) and
\[
 f_{\text{SMIP}}(x^*, y^*) = O\left( \frac{\alpha}{\alpha - 1} \right) \cdot f_{\text{SMIP}}(\tilde{x}, \tilde{y}) \]
where \( p_{\text{max}} = \max_{v \in V} p_v \) and \( w_{\min} = \min_{i \in I, v \in V} \{ w_{i\hat{v}} \mid w_{i\hat{v}} > 0 \} \).

**Theorem 3.2:** If \( \beta = \frac{H p_{\text{max}}}{w_{\min}} > 1 \), then \( f_{\text{SMIP}}(x^*, y^*) < 0 \) and
\[
 O\left( \frac{\beta}{\beta - 1} \right) \cdot f_{\text{SMIP}}(x^*, y^*) = f_{\text{SMIP}}(\tilde{x}, \tilde{y}) \]
where \( p_{\min} = \min_{v \in V} p_v \) and \( w_{\max} = \max_{i \in I, \hat{v} \in V} w_{i\hat{v}} \).

The proofs of the above theorems are given in Section IV-A and Section IV-B, respectively. We note that the objective \( f_{\text{SMIP}} \) is positive, i.e., Theorem 3.1, and negative, i.e., Theorem 3.2, for small and large \( H \), respectively. Hence, the conditions \( \frac{w_{\min}}{p_{\text{max}}} > 1 \), \( \frac{H p_{\text{max}}}{w_{\min}} > 1 \) are inevitable to obtain such approximation ratios since \( f_{\text{SMIP}} \) can be zero without them. Nevertheless, such conditions are merely added due to the technical reason and the proposed algorithm is designed to work well for any value of \( H \). We demonstrate its performance via extensive simulations in Section V, in particular focusing on how well it optimizes the long-term objective (2).

IV. PROOFS OF THEOREMS

A. Proof of Theorem 3.1

We first present the proof of Theorem 3.1 by analyzing the approximation ratio of RoundMax. One can easily check that if \( \alpha = \frac{w_{\min}}{p_{\text{max}}} > 1 \), then the following inequality is hold:
\[
 \sum_{i \in I} w_{i\hat{v}} x_{i\hat{v}} \geq w_{\min} H p_{\text{max}} \geq H p_v \tilde{y}_v, \quad (16)
\]
for every \( v \in V \) such that \( y_v = 1 \). This inequality (16) implies if \( \alpha = \frac{w_{\min}}{p_{\text{max}}} > 1 \), then the objective \( f_{\text{SMIP}} \) is always positive. Let \((\tilde{x}, \tilde{y})\) be the output of this rounding scheme and \( V^{\text{on}} \) be the set of actual APs which are chosen by repeating B.1-B.5.

For every AP \( v \in V^{\text{on}} \), we denote \( T^v \) and \( T_{\hat{v}}^v \) a set of users who are assigned to AP \( v \) at B.3 and C.3, respectively. From (16), we have
\[
 \sum_{i \in I} w_{i\hat{v}} \tilde{x}_{i\hat{v}} = \sum_{i \in I} \sum_{j \in j} x_{jv} - H p_v \tilde{y}_v = \sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} \left( \sum_{i \in I} w_{i\hat{v}} \frac{|T^v|}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v \right)
\]
for every \( v \in V \). Using above inequality, one can write
\[
f_{\text{SMIP}}(\tilde{x}, \tilde{y}) = \sum_{v \in V} \left( \sum_{j \in j} w_{i\hat{v}} \frac{x_{jv}}{\sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v} \right) \geq \sum_{v \in V} \left( \sum_{j \in j} w_{i\hat{v}} \frac{x_{jv}}{\sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v} \right) \geq \sum_{v \in V} \frac{|T^v|}{|T^v| + |T_{\hat{v}}^v|} \left( \sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v \right) \geq \frac{1}{\Omega} \sum_{v \in V} \left( \sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v \right) \geq \frac{1}{\Omega} \sum_{v \in V^{\text{on}}} \left( \sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v \right) \geq \frac{1}{\Omega} \sum_{v \in V^{\text{on}}} \left( \sum_{i \in I} \frac{w_{i\hat{v}}}{|T^v| + |T_{\hat{v}}^v|} - H p_v \tilde{y}_v \right),
\]
where \( \hat{v} \) is a set of virtual APs which are chosen by repeating B.1-B.5 and \( (x^*, y^*) \) be an optimal solution of SMIP. If \( \alpha = \frac{w_{\min}}{p_{\text{max}}} > 1 \), then the following inequality is hold:
\[
 \alpha - 1 \alpha \Lambda |\Omega|(\Delta + |\Omega| + 1) f_{\text{SMIP}}(x^*, y^*) \leq \sum_{v \in V^{\text{on}}} \pi_v,
\]
where we recall that \( |\Omega| \) is the number of non-overlapping channels, \( \Lambda = \max_{i \in I} \{ \sum_{v \in V} (|T^v| + |T_{\hat{v}}^v|) \} \) and \( \Delta = \max_{i \in I} |V^\Omega_i(v)| \).

From Lemma 4.1, it follows that
\[
f_{\text{SMIP}}(x^*, y^*) \leq \alpha \Lambda |\Omega|(\Delta + |\Omega| + 1) \Omega^2 \alpha - 1.
\]
As already mentioned, in many practical scenarios, \( |\Omega|, \Omega, \Lambda \) and \( \Delta = O(1) \). Therefore, we can conclude
\[
f_{\text{SMIP}}(x^*, y^*) = O\left( \frac{\alpha}{\alpha - 1} \right) \cdot f_{\text{SMIP}}(\tilde{x}, \tilde{y})\]
This completes the proof of Theorem 3.1.

B. Proof of Theorem 3.2

In this section, we present the proof of Theorem 3.2 by analyzing the approximation ratio of RoundMin. Using the optimal solution \((x^*, \mu^*)\) of SLP, we let \( \hat{V}^{\text{on}} = \{ \hat{v} \in \hat{V} \mid \mu_{\hat{v}}^* > 1/2 \} \) be a set of virtual APs chosen at D.1 and \( \hat{V}^{\text{on}} \) is a set of virtual APs chosen by a greedy approach as described in D.4-D.6. Then, the sum of power consumption has the following upper bound:
\[
 \sum_{v \in V} p_v \tilde{y}_v \leq \sum_{\hat{v} \in \hat{V}^{\text{on}}} \sum_{\hat{v} \in \hat{V}^{\text{on}}} p_{\hat{v}} \tilde{y}_{\hat{v}},
\]
where \((\hat{x}, \hat{y})\) be the output of RoundMin. First, we first show the upper bound of \(\sum_{\nu \in \hat{\nu}} p_{\nu}\), as stated in the next lemma whose proof is presented in our extended manuscript [22].

**Lemma 4.3.** Let \((x^*, y^*)\) be an optimal solution of SMIP. If \(\beta = \frac{H_{\text{max}}}{\max_{uv}} > 1\), then a following inequality is hold:

\[
\sum_{\nu \in \hat{\nu}} p_{\nu} < \frac{2\beta}{H(1 - \beta)} f_{\text{SMIP}}(x^*, y^*).
\]

Next, we will find the upper bound of \(\sum_{\nu \in \hat{\nu}} p_{\nu}\). Let \(I^{\text{un}} = I \setminus (\cup_{\nu \in \nu} S_{\nu})\) and \(I^{\text{un}}_{\nu}\) be a set of users that are uncovered by greedy approach when a virtual AP \(\hat{\nu} \in \hat{\nu}\) is picked. Then, we define the cost of covering user \(i\):

\[
\zeta_i = \begin{cases} \frac{p_0}{|S_0 \cap I^{\text{un}}_{\nu}|} & \text{if user } i \text{ is first covered by } \hat{\nu} \in \hat{\nu} \\ 0 & \text{otherwise.} \end{cases}
\]

Then, one can write the sum of power consumption of virtual APs using \(\zeta_i\) as follows:

\[
\sum_{i \in I} \zeta_i = \sum_{i \in I^{\text{un}}} \zeta_i = \sum_{i \in I^{\text{un}}} \sum_{\nu \in \nu \in S_{\nu} \cap I^{\text{un}}_{\nu}} \frac{p_0}{|S_0 \cap I^{\text{un}}_{\nu}|} = \sum_{\nu \in \hat{\nu}} p_{\nu}.
\]

Now, we state the following lemma on the upper bound of \(\zeta_i\), where its proof is presented in our extended manuscript [22].

**Lemma 4.3.** For every virtual AP \(\hat{\nu} \in \hat{\nu}\), the cost \(\zeta_i\) has the following upper bound:

\[
\sum_{i \in S_{\nu} \cap I^{\text{un}}} |p_{\nu}| \zeta_i \leq \frac{|S_0 \cap I^{\text{un}}|}{p_{\text{min}}} p_{\nu},
\]

where we recall that \(p_{\text{min}} = \min_{v \in V} p_v\) and \(p_{\text{max}} = \max_{v \in V} p_v\).

Let \(\hat{V}^*\) be a set of virtual APs which indicate the optimal solution of SMIP, i.e., \(\hat{V}^* = \{\hat{\nu} = (v, c) \in \hat{\nu} \mid y_v = 1, c_v = c\}\). From Lemma 4.3 and (17), we have

\[
\sum_{v \in \hat{V}^*} p_v y_v^* = \sum_{\nu \in \hat{\nu}} p_{\nu} \geq \sum_{\nu \in \hat{\nu}} |S_0 \cap I^{\text{un}}| \frac{p_{\text{min}}}{p_{\text{max}}} \sum_{i \in S_{\nu}} \zeta_i \geq \frac{p_{\text{min}}}{p_{\text{max}}} \sum_{\nu \in \hat{\nu}} \sum_{i \in S_{\nu}} \zeta_i = \frac{p_{\text{min}}}{p_{\text{max}}} \sum_{\nu \in \hat{\nu}} p_{\nu}.
\]

Combining the inequality (20) with Lemma 4.2 leads to the following inequality:

\[
f_{\text{SMIP}}(\hat{x}, \hat{y}) \geq -H \sum_{v \in \hat{V}^*} p_v y_v^* \geq -H \left( \sum_{\nu \in \hat{\nu}} p_{\nu} + \sum_{\nu \in \nu} p_{\nu} \right) \geq \frac{2\beta}{\beta - 1} f_{\text{SMIP}}(x^*, y^*) + \frac{\beta}{\beta - 1} \frac{\Omega_{\text{un}} p_{\text{max}}}{p_{\text{min}}} f_{\text{SMIP}}(x^*, y^*) \geq \left( 2 + \frac{\Omega_{\text{un}} p_{\text{max}}}{p_{\text{min}}} \right) \frac{\beta}{\beta - 1} f_{\text{SMIP}}(x^*, y^*).
\]

Since \(p_{\text{max}}\) and \(\Omega_{\text{un}}\) do not scale with the number of APs, it follows that

\[
O \left( \frac{\beta}{\beta - 1} \cdot f_{\text{SMIP}}(x^*, y^*) \right) = f_{\text{SMIP}}(\bar{x}, \bar{y}).
\]

This completes the proof of Theorem 3.2.

V. Simulation Results

To verify the performance of the proposed algorithm, we use the following algorithms for comparison.

1) **Traffic Aware (Traf-Aw).** This runs \(I\) iterations where at each iteration a (user, AP) pair which maximizes \(f_{\text{SMIP}}\) is selected, and it removes neighbors of selected AP from the graph to avoid the interference.

2) **Power Minimization (Pow-Min).** This selects an AP using a greedy method developed in [13], assigns users to it, and removes its neighbors from the graph.

3) **Throughput Maximization (Thr-Max).** This is similar to Traf-Aw but selects a (user, AP) pair which only maximizes the first-term of \(f_{\text{SMIP}}\) to maximize the throughput.

A. Short-term Performance

We first verify how well JIT-WLAN solves SMIP by comparing the average gain of our algorithm against Traf-Aw. Specifically, let \((\bar{x}, \bar{y})\) and \((\hat{x}, \hat{y})\) be the output of JIT-WLAN and Traf-Aw, respectively. To quantify the average gain, we use \(f_{\text{max}}(\bar{x}, \bar{y}) - f_{\text{max}}(\hat{x}, \hat{y})\) and \(f_{\text{max}}(\hat{x}, \hat{y}) - f_{\text{max}}(\bar{x}, \bar{y})\) when \(H\) is small and large, respectively. In order to strictly validate the performance, we use a topology data set of Google WiFi network [23]. Based on WiFi data sheets in [7], [24], the baseline power consumption is randomly selected from 5-12W. We run 300 iterations where at each iteration we place users randomly according to the uniform distribution and select the queue-weighted achievable rate \(w_{\text{qs}}\) from 0-100 according to a location of users.

From Fig.1(a), we can note that the number of non-overlapping channels has relatively small effect on the performance when \(H\) is large. The average gain fluctuates between 0.23 and 0.27 since the number of non-overlapping channels only changes the number of active APs. Also, the saturation of performance over the number of users is observed. However, Fig.1(b) shows that the average gain drops from 0.5 to 0.1 as the number of non-overlapping channels increases when \(H\) is small. We also note that the number of APs has relatively large effect on the performance as shown in Fig.1(c) and 1(d). Although our algorithm always better than Traf-Aw, the average gain is slightly reduced as the number of APs increases.
B. Long-term Performance

Next, we verify that JIT-WLAN can achieve the long term objective. We assume that one non-overlapping channel is available, and consider a network topology composed of 100 users and 150 APs which consume 5-12W. Each user walks in a random direction inside a service area of WiFi networks and the achievable rate varies from 18 to 54Mb/s according to the location. For traffic generation, we assume that traffic arrivals follow a Poisson process with arrival rate 1 and each arrival file follows exponential distribution with average size $\gamma$. Changing the value of $\gamma$, we simulate our algorithm with different $H$ for 1 thousand timeslots against other tested algorithms.

We first compare an average queue length as shown in Fig. 2(a). As expected, our algorithm can stabilize the queue better than Traf-Aw since it can achieve high throughput. In Fig. 2(b), we plot the power-queue tradeoff curves by varying the value of $H$. One can note that Traf-Aw consumes more power than our algorithm to have a same queue length. We also compare the average throughput and saved power with Pow-Min and Thr-Max by varying $H$. Fig. 2(c) shows that our algorithm not only saves more power as much as Pow-Min, but also achieves higher throughput than Thr-Max with appropriate choices of $H$. It indicates that our algorithm outperforms other tested algorithms despite taking both power saving and throughput maximization into account.

VI. IMPLEMENTATION

We have built a prototype of a centralized management system to verify how our algorithm manages WiFi networks effectively and efficiently in a real-world environment. We leverage SDN framework to implement the proposed algorithm and control policies as well as seamless handover. As illustrated in Fig. 3(a), a prototype architecture consists of three main components: JIT Manager, SDN-enabled APs, and user devices.

A. JIT Manager

JIT Manager is an SDN control platform that runs JIT-WLAN and manages user associations and a power of each AP as a result of the algorithm. We implement the JIT Manager on Floodlight version 0.9 [25], which is one of the popular SDN controllers written in Java. There are three modules in the controller: Status Receiver, JIT Optimizer, and Odin Master.

Status Receiver. A main role of this module is to collect achievable data rates from user devices. The module periodically sends a scanning request to each user device and receives scanning results (i.e., SSIDs, RSSI's). Then, it makes an achievable rate matrix using a mapping table that converts an RSSI to an achievable rate [4], and sends the matrix to JIT Optimizer to run the algorithm.

JIT Optimizer. We implement this module based on CPLEX, JAVA based linear programming solver. For each period, JIT Optimizer sends OpenFlow flow statistics requests to connected APs to collect the number of incoming and outgoing packets, and receives the achievable matrix from Status Receiver. Then, this module runs the proposed algorithm to draw user-AP associations, and those results will be sent to Odin Master for seamless handovers. After completing user associations, JIT Optimizer sends control messages (i.e., channel control and operation mode control) to each AP.

Odin Master. To conduct seamless handover operations, we leverage Odin framework developed in [16]. In Odin frame-
work, cooperating with Odin Agent, Odin Master decouples a user-AP association and authentication from a physical connection using a concept of virtual AP. Therefore, we can perform a seamless handover without requesting a re-association and a re-authentication.

B. SDN-enabled AP and User Device

SDN-enabled AP. In an SDN architecture, an SDN controller manages SDN switches through OpenFlow protocol [26]. However, unfortunately, since most of commercial APs do not support OpenFlow, we installed Open vSwitch (OVS) version 1.9.0 on OpenWrt firmware version 12.09 to handle OpenFlow messages from the controller in APs. The SDN-enabled AP has two main agents (i.e., Odin Agent and JIT Agent) to perform specific functions. The Odin Agent is one of the components of Odin framework. It creates and assigns a light virtual AP (LVAP) to a user to support seamless handover by moving the LVAP to another SDN-enabled AP. JIT Agent is implemented as a shell script, which receives a control message from the controller and changes the operating mode of the AP.

User devices. Since WiFi network scanning results from each user are required to infer achievable data rates, we develop an application for a user device to collect the scanning results. It periodically scans WiFi networks and sends scanning results to Status Receiver in the controller.

C. Issues in Implementing a Testbed

In this section, we discuss issues that we faced while implementing our prototype and how we resolve them.

Queue calculation. It is hard to know exact queue lengths of every user device since JIT Manager can only count incoming packets of each flow and each switch total outgoing packet using SDN. Instead, we develop a simple and natural algorithm (see our extended manuscript [22]) that conjectures queue lengths from available data.

AP operation control. In our framework, we control an operating mode and a channel of APs. We expect that a power consumption of APs is dramatically reduced by using Wake-on-LAN (WoL), which turns on/off the AP through a network message. However, we implement a shell script to turn on or off a WiFi interface instead of the WoL since our AP model does not support the WoL completely. For a channel control, we note that a iwconfig command can be used to set an operating channel of the AP. However, when we change the operating channel using iwconfig, an inevitable performance degradation occurs from re-association. In this reason, we omit to implement the channel selection from this paper.

VII. Evaluation

A. Experiment Setup

We deploy a wireless testbed as shown in Fig.3(b). It consists of one controller machine, three Buffalo-WZR-HP-AG300H APs, two Galaxy S3 GT-I9305 android smartphones and one data server. AP 2 interferes with AP 1 and 3 since it has the overlapped interference region with them. As performance metrics, we measure UDP throughput from received data generated by the data server and power consumption using a suitable power meter called PowerManager B310-W2 [27].

We test the following management systems for evaluation.

1) JIT Management (J-Man). This is the management system described in Section VI. In J-Man, the JIT Manager operates with five minutes-cycle as following processes: In the first minute, it turns on all APs and collects WiFi scanning results from users. Using collected data, it runs JIT-WLAN for saving energy and controls AP operation mode and user-AP association according to results of the algorithm. After this first minute, it sleeps for four minutes.

2) Idle Management (I-Man). In this management system, JIT Manager operates in idle mode. All APs are always on, and users maintain a current association.

B. Experiment Results

Stationary user scenario. We first evaluate our management system when users are at a fixed location and do not move on. User 1 and 2 are placed as shown in Fig.3(b), and associated with AP 1 and 3, respectively. We generate constant bit rate UDP flow of 20Mb/s to each user and manage the network using J-Man. We repeat the above procedure using I-Man and compare the performance in terms of throughput and power consumption. When the network is managed by J-Man, JIT Manager dynamically hands-off User 1 and 2 to AP 2 and turns off AP 1 and 3 in order to save power consumption. Although the throughput of both users slightly drops due to the re-association shown in Fig.4(a), Fig.4(b) shows J-Man achieves 8% aggregate power saving. Since we only turn off a WiFi interface (see Section VI-B) and the scale of our test bed is small, the amount of energy saved in J-Man is relatively small. However, the experimental results indicate that J-Man can reduce the wastage of energy maintaining a high throughput, and in the case of operating a large number of APs, the saving effect will be much higher than this test case.

Mobile user scenario. We also evaluate our management system when users move on. The experimental setup is the same as the previous scenario except that User 1 and 2 move into AP 2 in the first minute. In this scenario, J-Man manages the network in the same way as the previous scenario. As a result, the throughput in J-Man varies from 15 to 20Mb/s except the handoff duration, whereas the throughput in I-Man drops to 10-13Mb/s as both users move into AP 2 shown in Fig.4(c). In addition, as shown in Fig.4(d), J-Man effectively
saves power by turning off useless APs. These results imply that the proposed management system can achieve both high throughput and energy saving in practice.

VIII. CONCLUSION

Dense deployment of WLAN APs causes two critical issues: wastage of energy and severe interference. In this paper, we design and analyze a constant-factor polynomial-time approximation algorithm which jointly optimizes power-operation modes, channel selections and user-AP associations for improving energy efficiency and avoiding interference without sacrificing users’ demands. We believe that the proposed algorithm will provide promising solution to manage WLAN infrastructures more effectively.
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